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Abstract

Referring image segmentation aims to segment the ref-

erent that is the corresponding object or stuff referred by

a natural language expression in an image. Its main chal-

lenge lies in how to effectively and efficiently differentiate

between the referent and other objects of the same category

as the referent. In this paper, we tackle the challenge by

jointly performing compositional visual reasoning and ac-

curate segmentation in a single stage via the proposed novel

Bottom-Up Shift (BUS) and Bidirectional Attentive Refine-

ment (BIAR) modules. Specifically, BUS progressively lo-

cates the referent along hierarchical reasoning steps im-

plied by the expression. At each step, it locates the corre-

sponding visual region by disambiguating between similar

regions, where the disambiguation bases on the relation-

ships between regions. By the explainable visual reasoning,

BUS explicitly aligns linguistic components with visual re-

gions so that it can identify all the mentioned entities in

the expression. BIAR fuses multi-level features via a two-

way attentive message passing, which captures the visual

details relevant to the referent to refine segmentation re-

sults. Experimental results demonstrate that the proposed

method consisting of BUS and BIAR modules, can not only

consistently surpass all existing state-of-the-art algorithms

across common benchmark datasets but also visualize inter-

pretable reasoning steps for stepwise segmentation. Code is

available at https://github.com/incredibleXM/BUSNet.

1. Introduction

The intersection of vision and language has attracted

growing interests in academia, where many methods [1, 3,

25] have been proposed to promote a better understanding
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Figure 1. The Bottom-Up Shift (BUS) for referring image segmen-

tation. BUS performs stepwise visual reasoning from the entity

“broccolis” to “female” to “person”. At each step, it first identi-

fies the objects corresponding to the entity and then differentiates

between the identified objects by the relational reasoning.

of these two modalities. Existing vision-and-language ap-

proaches can be roughly divided into two types based on

their designing principles, i.e., multimodal fusion and rep-

resentation learning, and language-conditioned visual rea-

soning. In contrast to the former which focuses more on

how to learn joint representations from multiple modalities,

the latter reasoning based approaches usually are not only

more effective in complex scenes but also can provide an

explainable decision-making process.

However, as one of the most fundamental vision-and-

language tasks, Referring Image Segmentation (RIS) [8]

has not been well addressed in previous research works

from the second perspective (i.e., reasoning). Existing vi-

sual reasoning based methods [19, 46] for RIS mainly re-

sort to a two-stage pipeline, where they first detect and

segment the object instances and then perform reasoning

over feature vectors of both object instances and their rela-

tionships. However, the two-stage solution inevitably faces

the problems of slow inference speed and has poor gen-

eralization [23]. What is worse, the relational and spa-

tial priors in images that are essential for visual reasoning

are lost when conducting reasoning over feature vectors of

those object instances. On the other hand, most existing

works [9, 10, 15] on RIS mainly focus on learning multi-

modal contextual representations in a single stage. Gener-

ally, one-stage RIS methods have fast inference speed but

are inferior in handling complex visual scenes and expres-
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sions because they lack sufficient visual reasoning capabil-

ity [23]. For example (see Figure 1), without visual rea-

soning, the model can not distinguish the referred “person”

from others in the image.

In this paper, we aim to empower the one-stage RIS with

the ability to conduct visual reasoning and take advantages

of both one-stage and two-stage methods. The two-stage

methods rely on explicit object instances and their relation-

ships to conduct visual reasoning; however, there is no ex-

plicit object-level information in one-stage RIS. Therefore,

we propose that capturing visual scenes’ constituents and

their relationships is the key to perform visual reasoning

in one-stage RIS. In Figure 1(a), given the linguistic struc-

ture (“female”-“holding”-“broccolis”) of the referring ex-

pression (“A female is holding broccolis”), we can first align

visual regions A and B with the nouns “female” and “broc-

colis” respectively, and then shift region A to A1 by consid-

ering its relationship “holding” to region B. By the process,

the referred “female” is located with interpretable reasoning

steps. Moreover, we can perform bottom-up shift and rea-

soning to identify the referent hierarchically for complex

expressions. As shown in Figure 1(b), we further segment

the referred “person” by the following two steps. First, we

find region C with respect to the noun “person”. Then, we

shift region C to region C1 by considering its relationships

“stands beside” to the identified region A1. Also, we can

refine the visual region B by considering its inverse rela-

tionship “be held” with A1. In addition to finding the refer-

ent, bidirectional shifts for a pair of relationship and inverse

relationship help to segment other mentioned objects.

To realize the above concepts and operations, we pro-

pose a Bottom-Up Shift (BUS) module to introduce visual

reasoning to one-stage RIS. Specifically, BUS first parses

the expression as a language graph and then analyzes hier-

archical reasoning steps from the graph. In the language

graph, each node and directed edge represent a specific

noun phrase and the type of semantic relationship from the

object node to the subject node, respectively. Then, BUS

conducts bottom-up visual reasoning on the entire image

following the reasoning steps. Particularly, we decompose

the compositional visual reasoning process into pairwise re-

lational shifts on edges and integration on nodes. The pair-

wise relational shift performs visual reasoning for a single

edge by passing messages between its two nodes according

to the type of this edge, where relationship-based convolu-

tional operations implement the message passing.

Moreover, how to accurately segment the referent from

a coarse localization also plays a vital role in RIS. Previous

works [9, 10, 15] usually incorporate multi-level features

to refine the details of segmentation results. However, these

approaches either neglect the low-level visual details or cap-

ture incomplete interactions between multiple levels via a

one-way fusion. In this paper, we propose a Bidirectional

Attentive Refinement (BIAR) module to integrate low-level

visual features and high-level semantic ones. Specifically,

the top-down branch is responsible for capturing semantic-

related visual details, while the bottom-up pathway helps

to equip multi-level semantic features with the captured de-

tails. However, directly incorporating the low-level visual

features into high-level semantic ones may bring irrelevant

noise, because low-level visual features contain visual de-

tails of the entire image. Thus, we propose an attention

mechanism to incorporate the details relevant to the refer-

ent selectively.

In summary, this paper has following contributions:

• A Bottom-Up Shift (BUS) module is proposed to em-

power one-stage referring image segmentation with the

ability to perform explainable visual reasoning. The

BUS can not only distinguish the referent from other

objects of the same category as the referent but also

segment other mentioned entities in the expression.

• A Bidirectional Attentive Refinement (BIAR) module

is proposed to segment the referent from a coarse lo-

calization accurately. BIAR integrates low-level visual

features and high-level semantic ones via a two-way

attentive message passing, which improves the seg-

mentation accuracy.

• BUS and BIAR are integrated into a Bottom-Up Shift

and Reasoning Network (BUSNet). Experimental re-

sults demonstrate that BUSNet not only outperforms

existing state-of-the-art methods and achieves signifi-

cant performance gains over referring expression rea-

soning models, but also generates interpretable visual-

izations for stepwise reasoning and segmentation.

2. Related Work

2.1. Semantic Segmentation

Semantic segmentation aims to segment all pixels of ob-

jects from predefined categories. Fully convolutional net-

work (FCN) [22] and its variants have become dominant in

semantic segmentation. To alleviate the down-sampling is-

sue, DeepLab [5] replaces the traditional convolutions with

atrous convolutions in FCNs to enlarge the receptive filed

of convolutions without losing spatial details. Different

approaches have been introduced to aggregate multi-scale

context. For example, DeepLabv2 [6] and PSPNet [48]

capture objects and context at multiple scales via pyramid

atrous convolutions and pyramid spatial pooling, respec-

tively. Besides, low-level visual features have been inte-

grated to complement the detailed information [16, 29].

2.2. Referring Image Comprehension and Segmen­
tation

Referring image comprehension aims to locate a bound-

ing box that corresponds to the object referred by an ex-

11267



Figure 2. An overview of our Bottom-Up Shift and Reasoning Network (BUSNet). Encoder extracts multi-level visual features {Vi}
5
i=2

and language features from the input image and expression. Bottom-Up Shift (BUS) module performs explainable visual reasoning on

the high-level visual features {Vi}
5
i=4 via the Pairwise Relational Shift (PRS) and integration operations, and the outputs {X ′i}

5
i=4 of it

embed the relevant information of the referent. Bidirectional Attentive Refinement (BIAR) module integrates the low-level visual features

{Vi}
3
i=2 and the high-level semantic ones {X ′i}

5
i=4 to refine the segmentation results.

pression. Appearance information, spatial locations and

attributes of objects as well as the relationships between

objects are jointly utilized to help distinguish the referent

from other objects [38, 41, 42, 46]. Different from refer-

ring image comprehension, referring image segmentation

aims to locate the referent with a precise mask instead of

a bounding box. Some approaches [19, 46] attempt to pre-

dict the masks of the referents by directly utilizing the refer-

ring image comprehension models. However, these meth-

ods often have slow inference speed and poor generaliza-

tion ability [31]. Mainstream approaches address referring

image segmentation in a more straightforward one-stage ar-

chitecture, where they encode multimodal representations

and then predict pixel-wise segmentation mask in a fully

convolutional manner [8]. The multimodal LSTM [18], dy-

namic filter [26], recurrent refinement [15] and text-guided

exchange [10] are proposed to achieve a better fusion for

the multi-level visual features and sequential textual repre-

sentations. Recently, some approaches resort to attention

mechanisms to enhance the key information [33] or capture

dependencies between these two modalities [9, 23, 44].

2.3. Explainable Visual Reasoning on Relationships

Visual reasoning is developed to perform multi-step in-

ferences on complex visual content in a visual scene, and

the inferences are over the scene’s constituents and their

relationships. Relation network [32] captures pairwise re-

lationships between every pair of visual regions to perform

relational reasoning. Some works [11, 37, 43] resort to at-

tention mechanisms to perform multi-step reasoning. Neu-

ral module networks [2, 13, 27, 7] decompose composi-

tional reasoning into a sequence of sub-tasks and address

these sub-tasks in independent modules. Neural-symbolic

approaches [45, 24] first extract symbolic representations,

based on which the symbolic programs are then executed.

Visual reasoning has also been exploited for relational

modelling in recent advances in referring image compre-

hension and segmentation. DGA [39] performs relational

reasoning by dynamically identifying a sequence of com-

pound objects. NMTree [19] and SGMN [40] perform tree-

or graph-structured referring expression reasoning via neu-

ral modules. However, their reasoning methods are based

on explicit object instances which are not available for one-

stage referring image segmentation. CGAN [23] and LSPN

[41] are proposed to perform stepwise reasoning over the

entire image to recognize instance-level semantic differ-

ences. However, their grouped attention reasoning and re-

lational propagation are implicit and too coarse compared

to ours, which cannot provide a clear explanation for the

reasoning.

3. Bottom-Up Shift and Reasoning

The overall framework of the Bottom-Up Shift and Rea-

soning Network (BUSNet) is shown in Figure 2. Given an

input image and an input expression, we first extract the

visual feature maps at multiple levels and textual represen-

tations using the visual backbone and language encoder, re-

spectively (in Section 3.1). For each high-level visual fea-

ture map, we then feed it together with the textual represen-

tations to the proposed Bottom-Up Shift module (BUS) to

identify the referent. The BUS module performs stepwise

reasoning via the pairwise relational shift and integration

(in Section 3.2). Next, to refine the segmentation results,

the bidirectional attentive refinement is proposed to inte-

grate multi-level features by passing attentive messages in

top-down and bottom-up pathways (in Section 3.3).

3.1. Image and Language Encoders

Image Encoder. Following prior works [9, 44], we

adopt DeepLab ResNet101 as the visual backbone, and ex-

tract features of {Res-2, Res-3, Res-4, Res-5} from the in-
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put image I as the visual feature maps {V2,V3,V4,V5},

where Vi corresponds to the feature of Res-i with i ∈
{2, 3, 4, 5}. Besides, referring expressions often describe

absolute locations of referents, such as “right pizza” and

“the elephant in the middle”. Therefore, we also encode

8-dim spatial coordinates [8] of visual feature maps as rep-

resentations for the image. For each visual feature map Vi,

we denote its corresponding spatial feature map as Pi.

Language Encoder. Given the expression L = {lt}
T
t=1,

we first extract the GloVe [30] word embedding wt of each

word lt. Similar to [44], we use the assemble of individ-

ual word vectors instead of the entire sentence vector to

represent the whole expression. To make use of the order

of the sequence, we encode the relative positions of words

in the expression using the positional encoding [34]. For

each word lt, we sum up its positional embedding post
and word embedding wt to obtain a position-aware vec-

tor which is denoted as w′t ∈ R
Dw×1. To further enhance

the language representations, we capture dependencies be-

tween the words via the self-attention mechanism [35], and

the new word representation ht ∈ R
Dh×1 of word lt is com-

puted as follows:

ht =
T
∑

i=1

αt,ivi,

s.t. αt = Softmax([qT
t ki]

T
i=1),

(1)

where qt = Wqw
′
t, ki = Wkw

′
i, vi = Wvw

′
i. Wq , Wk,

Wv ∈ R
Dh×Dw are linear transformation matrices. αt,i

denotes the ith element of the attention vector αt.

Consider that each high-level visual feature map is fed

to the bottom-up shift module (Section 3.2) respectively for

stepwise reasoning, we ignore the index subscript of V and

P for simplicity of demonstration.

3.2. Bottom­Up Shift

The Bottom-Up Shift (BUS) module achieves explain-

able visual reasoning in one-stage referring image segmen-

tation by performing stepwise reasoning on the entire visual

feature map. In practice, BUS aligns visual constituents

(i.e., visual regions and their relationships) with linguis-

tic components explicitly following hierarchical reasoning

steps. Specifically, we first represent the reasoning steps as

a hierarchical order of traversal on a language graph which

is parsed from the expression. Then, we perform stepwise

inferences on the graph’s edges and nodes via the pairwise

relational shift and integration modules.

3.2.1 Analysis of Reasoning Steps

The reasoning steps to locate the referent are indicated by

the referring expression which describes how objects mod-

ify and interact with the referent. Inspired by [20, 40, 41],

we first represent the expression as a language graph which

is a directed acyclic graph with a referent node whose out-

degree is zero. A node and a directed edge of the graph

respectively correspond to a noun phrase and the linguis-

tic relationship (e.g., a preposition/verb phrase) from object

to subject. Then, we collect these linguistic relationships

and define a set of types of linguistic relationships, such as

“ride” and“sit”. Next, we convert the linguistic relation-

ships of the edges to different types. Formally, the final lan-

guage graph G of the expression L is defined as G = (O, E),
where O = {on}

N
n=1 and E = {ek}

K
k=1 are sets of nodes

and directed edges respectively. Specifically, each node

on is associated with a entity (i.e. noun/noun phrase), and

the referent node is denoted as oref . Each directed edge

ek = (e
(s)
k ∈ O, e

(r)
k , e

(o)
k ∈ O) from e

(o)
k to e

(s)
k can be

regarded as a triplet containing the subject node e
(s)
k , the

type of relationship e
(r)
k , and the object node e

(o)
k . And we

denote the set of edges whose subject node is on as En.

Thanks to the graph-structure representation of the ex-

pression, we can simplify the compositional reasoning into

a multi-step inference on nodes and edges of the graph. We

define the reasoning steps by running a reverse breadth-first

traversal on the graph from its referent node and adopting

the traversed order as the reasoning order of the nodes. The

traversed order essentially guarantees that when we get the

node for reasoning, all the other nodes that modify that node

already have been processed. The order of multi-step rea-

soning over nodes is from the bottom to the top. The hierar-

chical reasoning of the example in Figure 2 is from “laptop”

and “the table” to “person”.

3.2.2 Stepwise Inference

We perform stepwise inference following the extracted rea-

soning steps (i.e., the traversed order on the language

graph). Each node of the language graph corresponds to

a visual region in the image, and the stepwise inference is

proposed to identify the correct visual region of each node

by conducting relational reasoning over edges.

First, we obtain nodes’ initial feature maps which encode

nodes’ initial spatial locations in the image. The initial fea-

ture maps can be obtained by fusing the visual feature map

V ∈ R
H×W×Dv , the spatial feature map P ∈ R

H×W×8

and the language representations of nodes. Specifically, we

extract the language representation of node on as the mean

of the word embeddings of this node’s noun phrase. For

each node on with the language representation h̄n, its mul-

timodal feature map Xn ∈ R
H×W×Dx can be computed as

follows:

Xn = Convv([V ;P ]) ∗ T ile(Wh̄h̄n) (2)

where ∗ is the element-wise multiplication, [; ] is a concate-

nation operation, Convx and Wh̄ ∈ R
Dx×Dh are the con-

volutional layer and learnable matrix with tanh as the acti-

vation function, respectively. T ile means to tile vectors to
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produce a feature map with size of H×W×Dx. The above

fusion process can be simplified into Xn = F (V ,P , on),
where F (·) stands for all fusion operations.

Next, we shift nodes’ initial spatial locations in the im-

age to the correct ones by performing stepwise reasoning

over the relationships between nodes, i.e., edges. We pro-

cess nodes step by step following the traversed order. Simi-

larly, we suppose node on is processed as a subject node in

the current step. on is modified by the nodes that connects

to it, i.e., the object nodes of edges En (see Section 3.2.1).

We first individually perform relational reasoning over each

edge in En via the Pairwise Relational Shift (PRS), and then

integrate the results of node on from all connected edges

En via an average pooling operation. For ease of presen-

tation, we first present the integration from edges here and

introduce more details about the PRS module later in Sec-

tion 3.2.3. For the node on with initial feature map Xn and

connected edges En, its updated feature map X ′n is com-

puted as follows:

Xn←m,Xn→m = PRS(3)(Xn, e
(r)
k ,X

′

m),

X ′n =

∑

om∈e
(o)
k

&ek∈En
Xn←m +Xn

|En|+ 1

(3)

where PRS denotes the PRS module and PRS(3) means

that the PRS module is applied three times iteratively, ek ∈
En represents the directed edge whose subject node is on,

om ∈ e
(o)
k is the object node of edge ek, X ′m is the updated

feature map at node om, and |En| is the number of edges

in En. Note that the traversed order has guaranteed that the

features of the node om already have been updated to X ′m
when we start to process node on. Also, we can further

update the X ′m using Xn→m to refine the information at

node om. Accordingly, the updated feature map X ′n will be

used to update for upper nodes.

By performing the reasoning from bottom to up, we can

finally obtain the updated feature map X ′ref of the upper-

most node (i.e., the referent node oref ), which encodes all

the relational information from its child nodes. The reason-

ing process can be explicitly explained by the hierarchical

inference order and the decoded attention maps of feature

maps at nodes (see Section 4.4).

3.2.3 Pairwise Relational Shift

Pairwise Relational Shift (PRS) performs relational reason-

ing over a single edge by passing messages between two

nodes according to the type of the linguistic relationship of

this edge. The message from one node can help the other

to refine its corresponding visual region or distinguish the

region from other similar regions. Inspired by the predi-

cate operator [14], we implement the message passing by

designing a group of relationship-based convolution opera-

tions. We learn the weights of convolution kernels respec-

tively for each type of linguistic relationship because the

relational shifts of the same relationship often remain sim-

ilar between varying nodes. For instance, given the rela-

tionship “below”, we should focus the attention below the

object when locating the subject. Accordingly, we should

move our attention above the object when the relationship

“ride” is given.

The inputs to PRS module include the type of the edge

and the feature maps of both the subject node and the object

node. PRS then outputs the updated representations of these

two nodes by incorporating the influence of the type of edge

connecting them. Given a single edge e = (e(s), e(r), e(o))
and the feature maps Xs and Xo of the subject and the

object nodes, the new feature maps Xs←o and Xs→o are

computed as follows:

As←o = γ(Conv
−1
r (Xo)),Xs←o = F (As←o ⊙ V ,P , e

(s)),

As→o = γ(Convr(Xs)),Xs→o = F (As→o ⊙ V ,P , e
(o)),

(4)

where Convr and Conv−1r are stacked convolutional layers

corresponding to the edge type e(r) and its inverse type, γ

denotes the tanh activation function, ⊙ stands for the pixel-

wise multiplication, V and P correspond to the visual fea-

ture map and spatial feature map (see in Section 3.1), and

the F (·) is the fusion function (see Section 3.2.2). The

attention map of node e(s) is As←o ∈ R
H×W , which is

obtained from the object node’s feature map Xo, is used

to fuse for the new feature map Xs←o of node e(s). Note

that we can iteratively apply the same PRS module multiple

times to refine the attention maps progressively by replac-

ing the inputs Xs and Xo with the new feature maps Xs←o

and Xs→o.

3.3. Bidirectional Attentive Refinement

Multi-level features have been integrated to improve the

segmentation accuracy in previous works. These works

[44, 9] first process visual feature maps at multiple lev-

els respectively and repeatedly, and then integrate the re-

sults from different levels. However, the repeated treatment

to multi-level feature maps severely increase the computa-

tional cost. More importantly, the characteristics of the vi-

sual feature maps at different levels are not fully utilized.

High-level features reveal semantic content, while low-level

feature provide structural details. Therefore, we apply the

visual reasoning (i.e., BUS module) on the high-level visual

feature maps {V4,V5} to obtain the referent’s semantic fea-

tures {X ′4,X
′
5}, and further aggregate the low-level visual

feature maps {V2,V3} with the high-level ones to acquire

more visual details.

We utilize both top-down and bottom-up pathways to

refine the multi-level feature maps {V2,V3,V4,X
′
4,X

′
5}

progressively. The higher-level semantic features provide

the semantic and spatial information of the referent to

the lower-level visual features in the top-down pathway,
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Method Type
UNC UNC+ G-Ref

val testA testB val testA testB val

Fusion and Refinement

RMI [18] one-stage 44.33 44.74 44.63 29.91 30.37 29.43 34.40

DMN [26] one-stage 49.78 54.38 45.13 38.88 44.22 32.29 36.76

RRN+DCRF [15] one-stage 55.33 57.26 53.95 39.75 42.15 36.11 36.45

CMSA+DCRF [44] one-stage 58.32 60.61 55.09 43.76 47.60 37.89 39.98

STEP [4] one-stage 60.04 63.46 57.97 48.19 52.33 40.41 46.40

CMPC+DCRF [10] one-stage 61.36 64.53 59.64 49.56 53.44 43.23 49.05

BRINet+DCRF [9] one-stage 61.35 63.37 59.57 48.57 52.87 42.12 48.04

LSCM+DCRF [12] one-stage 61.47 64.99 59.55 49.34 53.12 43.50 48.05

Explainable Reasoning

MAttNet [8] two-stage 56.51 62.37 51.70 46.67 52.39 40.08 -

NMTree [18] two-stage 56.59 63.02 52.06 47.40 53.01 41.56 -

CGAN [23] one-stage 59.25 62.37 53.94 46.16 51.37 38.24 46.54

Ours BUSNet one-stage 62.56 65.61 60.38 50.98 56.14 43.51 49.98

Ours BUSNet+DCRF one-stage 63.27 66.41 61.39 51.76 56.87 44.13 50.56

Table 1. Comparison with state-of-the-art referring image segmentation methods on UNC, UNC+ and G-Ref datasets using overall IoU (%).

DCRF denotes DenseCRF post-processing.

while the lower-level features with the details of the im-

age are then integrated into the higher-level ones. For no-

tation consistency, we denote the {V2,V3,V4,X
′
4,X

′
5} as

{G1,G2,G3,G4,G5}. In the top-down branch, the fea-

tures are computed as follows:

Atd
i = σ(Convc(Conva(Gi) + Convb(Up(Gtd

i+1))))

Gtd
i =











Convi(Gi), if i ∈ {5}

Convi(Gi + Up(Gtd
i+1)), if i ∈ {4}

Convi(A
td
i ⊙Gi + Up(Gtd

i+1)), if i ∈ {1, 2, 3}
(5)

where σ(·) represents the sigmoid function, Convs are the

convolutional operations for feature processing, Up is the

upsampling operation and ⊙ stands for the pixel-wise mul-

tiplication. Note that the low-level visual features con-

tain details of the entire image and may bring irrelevant

noise to the referent, thus, we compute an attention map

Atd
i ∈ R

Hi×Wi to extract the attentive details of the ref-

erent. Then, the bottom-up passing is applied to the fea-

tures {Gtd
1 ,Gtd

2 ,Gtd
3 ,Gtd

4 ,Gtd
5 } to obtain the bidirectional

attentive features {G′1,G
′
2,G

′
3,G

′
4,G

′
5}. The bottom-up

branch shares a similar computation process with the top-

down one.

Finally, we upsample and sum up the bidirectional atten-

tive feature maps to predict the segmentation mask [44].

4. Experiments

4.1. Experimental Setup

Datasets. To evaluate the proposed algorithm, we

have conducted experiments on three common benchmark

datasets, including UNC [47], UNC+ [47], and G-Ref [25].

Concretely, the UNC dataset has 142,209 expressions refer-

ring to 50,000 objects in 19,994 images. And the UNC+

dataset contains 19,992 images with 141,564 expressions

for 49,856 objects. The absolute location descriptions are

forbidden in UNC+. The G-Ref dataset collected from

MSCOCO via the Amazon’s Mechanical Turk, which con-

sists of 104,560 expressions referring to 54,822 objects in

26,711 images.

Implementation Details. For a fair comparison with

previous works [9, 23], we employ DeepLab ResNet-101

pretrained on Pascal VOC dataset as the visual backbone.

Input images are resized to 320 × 320. For the language

encoder, we use GloVe [30] pretrained on Common Crawl

840B tokens as our initial word embeddings and set the

maximum length of the referring expression to 20. For the

linguistic relationships, we collect 31, 30, and 33 types of

relationships for UNC, UNC+ and G-Ref datasets, respec-

tively. The dimensions of word representations and multi-

level visual feature maps are set to 512 (i.e., Dh = Dw =
512). Also, the dimensions of features in BUS module are

set to 512. We train the network with RAdam optimizer

[21]. The initial learning rate is 2.5e−4 and the weight de-

cay is 5e−4. Weighted binary cross-entropy loss and Dice

Loss [28] are applied over all pixels during training. Dense-

CRF is adopted to refine the segmentation masks following

prior works [10, 12].

The overall intersection-over-union (IoU) and Prec@X

metrics are used to evaluate the performance of referring

image segmentation models [9, 10]. The overall IoU is

the total intersection areas divided by the total union areas

over all the test samples. The Prec@X is the percentage of

prediction masks whose IoU score are higher than a given

threshold X , where X ∈ {0.5, 0.6, 0.7, 0.8, 0.9}.

4.2. Comparison with State­of­the­Arts

We compare the proposed model with state-of-the-art

methods in referring image segmentation, and comparison

results are shown in Table 1. Our model consistently out-

performs all the state-of-the-art models (SOTAs) across all

three benchmark datasets by large margins. Our model im-

proves the average performance of overall IoU achieved by
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Method prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0.9 overall IoU

1 Baseline 39.09 32.22 26.10 15.54 3.20 35.25

2 + Postional Encoding (with Self-attention) 44.65 38.42 31.92 18.85 5.97 38.92

3 + Positional Encoding + GloVe = Multi-level 45.78 40.59 33.64 20.03 6.32 40.39

4 Multi-level + FPN 46.82 41.90 35.33 21.59 7.03 41.15

5 Multi-level + ConvLSTM 48.05 43.29 36.72 22.87 8.22 43.08

6 Multi-level + BIAR = Refinement 50.73 44.12 38.84 26.52 9.58 44.13

7 Refinement + BUS-1 54.93 48.72 42.07 29.92 10.60 46.81

8 Refinement + Concat-1 44.37 40.16 32.45 19.83 6.75 39.95

9 Refinement + BUS-1 w/o Type 51.13 44.35 38.28 24.39 8.84 43.86

10 Refinement + BUS-3 57.09 52.95 47.84 37.92 14.21 49.97

11 Refinement + BUS-4 55.94 51.13 46.77 36.87 13.52 48.58

12 Refinement + BUS-2 56.81 51.20 46.74 37.98 15.24 49.98

Table 2. Ablation study on the validation set of G-Ref using prec@X (%) and overall IoU (%). All the models use the same visual

backbone DeepLab ResNet-101, and no any post-processing is applied.

existing best-performing methods by 1.66%, 2.09%, and

1.51% on the UNC, UNC+ and G-Ref datasets, respectively.

Compared with SOTAs for explainable reasoning, the

proposed method achieves significant performance gains

on all the splits by 3.39%-7.45%, which demonstrates the

effectiveness of our visual reasoning method in referring

image segmentation. Recently, CGAN [23] is proposed

for one-stage referring expression reasoning, which has the

same setting and motivation as ours. Our model signifi-

cantly surpasses CGAN by large margins of 5.17%, 5.66%

and 4.02% on UNC, UNC+ and G-Ref respectively, which

indicates that our model can better equip one-stage refer-

ring image segmentation with visual reasoning capability.

Moreover, the proposed method also improves the overall

IoU achieved by two-stage methods (i.e., MAttNet [46] and

NMTree [19]) by 6.47% and 3.60% on UNC and UNC+

datasets, even when MAttNet and NMTree have more pow-

erful pretrained backbones [12, 23]. Besides, the inference

speed of the proposed BUSNet is about five times faster

than that of the two-stage methods on the same hardware.

Compared with SOTAs from the multimodal fusion and

progressive refinement perspective, our models improve the

overall IoU consistently across all the benchmarks. Note

that the fusion and refinement models usually have higher

performance than the reasoning ones [40, 23]; however,

they do not have the internal reasoning process.

4.3. Ablation Study

To evaluate the effectiveness of the language encoder, the

proposed BIAR and BUS modules, we have trained 11 ad-

ditional models for the comparison. The results are shown

in Table 2.

Baseline and Language Encoder. The baseline model

(row 1) simply fuses the visual feature maps, the spatial fea-

ture maps and the language representations of the expres-

sion at multiple levels, and predicts the segmentation mask

from the fused features. The language representation is ex-

tracted from word embeddings of words in the expression

via the mean-pooling operation, and the word embeddings

are learned from scratch. As shown in row 2, the language

encoder with positional encoding and self-attention im-

proves the overall IoU of baseline by 3.67%, which demon-

strates the effectiveness of the encoding method. Moreover,

adopting the pretrained word embedding of GloVe (row 3)

will further improve the overall IoU by 1.47%.

Multi-Level Refinement of BIAR. We conduct ablation

study on multi-level refinement and evaluate models with

different refinement methods. As shown in row 3 to row 6 of

Table 2, the FPN [17] (row 4), ConvLSTM [36] (row 5) and

our BIAR (row 6) have better performance than the multi-

level baseline (row 3) that sums up the multi-level features

as one, which indicates the effectiveness of progressive re-

finement for multi-level features. The bidirectional refine-

ment manner of our BIAR encodes the attentive details of

the image to the high-level semantic features, which outper-

forms one-way FPN and ConvLSTM by 2.98% and 1.05%,

respectively.

Visual Reasoning of BUS. We further equip the model

with the reasoning ability and examine different settings of

BUS. The results are shown in row 6 to row 12 of Table 2.

The BUS-1 (row 7) model applies the BUS module to a sin-

gle visual feature map V5, which outperforms the reasoning

baseline (row 6) without any inference module by 2.68% in

terms of overall IoU. The performance gain clearly validates

the effectiveness of the inference module for referring im-

age segmentation. Concat-1 (row 8) and BUS-1 w/o Type

(row 9) are two variants of the BUS module. Concat-1 ne-

glects the non-local relationships between visual regions by

replacing the pairwise relational shift (PRS) of BUS as a

simple concatenation of the nodes’ feature maps and edge’s

language features, while BUS w/o Type ignores the types of

edges by learning shared convolutional parameters of PRS

over all edge types. The worse performance of Concat-1

and BUS w/o Type demonstrates that the incorrect message

passing over nodes adversely affect the model, and adopt-

ing the PRS module with different edge types is crucial for

learning appropriate relational shifts. Finally, we explore

the multi-level BUS reasoning (row 10 to row 12). The

BUS-2, BUS-3 and BUS-4 models perform the BUS rea-

soning on the visual feature maps {V4,V5}, {V3,V4,V5},
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Figure 3. Qualitative results showing reasoning structures and attention maps of reasoning steps. Warmer color indicates higher score.

Figure 4. Qualitative results showing the effects of the BUS and BIAR modules.

and {V2,V3,V4,V5}, respectively. The BUS-2 and BUS-

3 improves the overall IoU of BUS-1 (row 7) by 3.17%

roughly, which reveals the importance of multi-level infer-

ence for objects of different scales. The BUS-4 does not fur-

ther improve the performance because it loses details (em-

bedded in visual features) of the image by performing the

BUS on all the levels.

4.4. Qualitative Evaluation

We visualize reasoning processes and segmentation

masks to explore in-depth insights into the proposed model.

The reasoning structures and attention maps of the reason-

ing steps are shown in Figure 3. Specifically, we feed the

multimodal feature maps {Xn} and updated feature maps

{X ′n} into the decoder of segmentation to generate the

initial attention maps and shifted attention maps, respec-

tively. The qualitative evaluation results demonstrate that

our model can generate interpretable intermediate processes

for stepwise segmenting the referent. In Figure 3(a), our

model performs bottom-up reasoning from the “sticker” to

“banana” to “orange object”. First, it shifts the initial at-

tention of “banana” to the final one via the relational shift

and successfully grounds “the banana with the sticker” in

the image. Then, it identifies the target “orange object”

that is to the right of the located “banana”. In Figure 3(b),

our model performs hierarchical inference from both “white

dress” and “cake” to “a woman”. As shown in the initial at-

tention of “a woman”, without visual reasoning, the model

pays more attention to the arm of the man. By reasoning

over relationships between “a woman” and other entities,

the model finds the referred “a woman” who is in a “white

dress” and cutting “the cake”. In addition to locating the

referent, the proposed model can also identify other entities

mentioned in the expression. Two examples are shown In

Figure 3(c) and (d). The model not only finds the referred

“a brown and white horse” and “an elephant” but also other

objects (i.e., “two other horses” and “another elephant”).

To demonstrate the effects of BUS and BIAR modules,

we visualize the segmentation masks that are predicted with

or without them, and the results are shown in Figure 4.

Without the BUS module, the objects of the same category

cannot be distinguished precisely. With the BIAR module,

the boundaries and details of segmentation masks are closer

to the one of ground truth.

5. Conclusion

In this paper, we propose Bottom-Up Shift (BUS) mod-

ule to disambiguate between the referent and objects of the

same category as the referent and introduce Bidirectional

Attentive Refinement (BIAR) module to refine the coarse

localization from visual details. The proposed method con-

sisting of BUS and BIAR not only outperforms all SOTAs

but also achieves significant gains over existing visual rea-

soning models in referring image segmentation.
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