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ABSTRACT

Recently, deep convolutional neural networks (DCNNs) have significantly promoted the development of
semantic image segmentation. However, previous works on learning the segmentation network often
rely on a large number of ground-truths with pixel-level annotations, which usually require considerable
human effort. In this paper, we explore a more challenging problem by learning to segment under image-
level annotations. Specifically, our framework consists of two components. First, reliable hypotheses
based localization maps are generated by incorporating the hypotheses-aware classification and cross-
image contextual refinement. Second, the segmentation network can be trained in a supervised manner
by these generated localization maps. We explore two network training strategies for achieving good
segmentation performance. For the first strategy, a novel multi-label cross-entropy loss is proposed to
train the network by directly using multiple localization maps for all classes, where each pixel con-
tributes to each class with different weights. For the second strategy, the rough segmentation mask can
be inferred from the localization maps, and then the network is optimized based on the single-label
cross-entropy loss with the produced masks. We evaluate our methods on the PASCAL VOC 2012 seg-
mentation benchmark. Extensive experimental results demonstrate the effectiveness of the proposed

methods compared with the state-of-the-arts.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

During the past few years, many compositional and hierarchical
models [1-6] have been proposed to address computer vision
issues. For instance, Felzenszwalb et al. [1,3] propose deformable
part models to address the object detection task. In [5], a hier-
archical Markov Random Field model is proposed for the human
action segmentation task. In addition, Lin et al. [4] present an
novel And-Or graph model for the object shape detection task. All
these previous works have made tremendous contributions for the
computer vision community. In this paper, we focus on a more
challenging computer vision task, called semantic image seg-
mentation, which aims to assign a semantic label to each pixel
from a pre-defined class set. Recently, tremendous advances in
semantic segmentation [7-16]| have been made by taking advan-
tage of the powerful recognition ability of deep convolutional
neural networks (DCNNs) [17-20]. These methods usually pre-
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train DCNNs with a large-scale image classification dataset [21],
and then transfer the pre-trained parameters to the segmentation
task. However, these methods need a large number of pixel-level
annotated data for training. The burden of annotation collection
for pixel-wise segmentation masks is very heavy, which requires
considerable financial expenses as well as human efforts.

To alleviate the demand for the expensive pixel-level annotated
images, some weakly supervised approaches [22-28] have been
proposed to solve semantic image segmentation. Among them,
some methods [22,23] make use of annotated bounding boxes to
train the network for semantic segmentation. Although bounding
box annotations are much easier to obtain compared with pixel-
level annotations, it still requires considerable human effort. To
further reduce the reliance on these costly annotations as super-
vision, e.g., pixel-level annotated masks or labeled bounding
boxes, some multiple instance learning methods [24,25] and
Expectation-Maximization (EM) methods [23] adopt a more
challenging setting where only image-level labels are used as the
supervision, for pixel-level prediction. These previous works on
image-level annotation based segmentation only utilize the single
image information to train the DCNN model. However, due to high
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intra-class variation (e.g. diverse appearance, viewpoints, scales)
within the objects, it may be difficult to learn a good DCNN by only
relying on the single image cues. We argue that the cross-image
contextual information can better help infer more reasonable
object proposals or masks and effectively reduce the possible noisy
labels by incorporating more contextual relations.

In this paper, we propose a novel weakly supervised framework
for semantic segmentation under image-level annotations. Two
components are included in our framework as illustrated in Fig. 1.
First, given the image-level annotation(s) of each image, a
hypothesis-based localization map for each class can be generated
by incorporating the hypotheses information and cross-image
contextual cues. Specifically, for each image, we first extract the
class-interdependent object proposal and then predict the classi-
fication scores for each proposal belonging to a class based on the
state-of-the-art Hypothesis-CNN-Pooling (HCP) [30] method. The
cross-image contextual refinement is then performed to select
more reliable proposals with high predictive scores. The localiza-
tion maps for each class can thus be generated by combining all
selected proposals for each class. Second, two network training
strategies are explored to train the segmentation network based
on the generated localization maps for each class. For the first
strategy, a novel multi-label cross-entropy loss is introduced for
network training by directly using multiple localization maps of all
classes. In this way, each pixel in the image can adaptively con-
tribute to each class with different weights, which are naturally
embedded in each localization map. For the second strategy, the
rough mask for each image can be inferred by combining all the
localization maps for all classes, and then the single-label cross-
entropy loss for each pixel is used to optimize the network based
on the generated mask.

The main contributions of this work are summarized as
follows:
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® Our novel framework investigates how to use the image-level
annotations and cross-image contextual cues to learn a good
segmentation network. The hypothesis-based localization map
generation is proposed by incorporating the hypothesis-based
classification and cross-image refinement.

® We propose a novel multi-label cross-entropy loss function to
train the network based on multiple localization maps. Each
pixel adaptively contributes to each class according to the
predicted weights embedded in the localization map.

® Based on the generated localization maps, we propose a simple
but effective method to predict the rough mask of the given
training image, and thus the single-label cross-entropy loss for
each pixel can be used to optimize the segmentation network.

® We evaluate the methods on the PASCAL VOC 2012 segmenta-
tion benchmark [31]. Our weakly supervised methods achieve
new state-of-the-art results compared with previous methods
under the same supervised setting.

The rest of the paper is organized as follows. We briefly review the
related work of semantic image segmentation in Section 2. Section
3 presents the details of the proposed methods for weakly
supervised segmentation. Finally the experimental results and
conclusions are provided in Sections 4 and 5, respectively.

2. Related work
2.1. Segmentation with pixel-level annotations

Most recently, great progress has been made in image semantic
segmentation with the development of deep convolutional neural
networks (DCNNs). Most existing CNN-based semantic segmen-
tation methods, such as CFM [8], FCN [10], DeepLab-CRF [7], rely
on pixel-level annotations as the supervision for training. Speci-
fically, Dai et al. [8] proposed to exploit shape information through
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Fig. 1. Overview of the proposed framework. Give an image with image-level labels, we utilize MCG [29] to generate proposals as the inputs of the pre-trained HCP
classification network [30]. The proposals with high predictive scores of the ground-truth labels are selected for cross-image refinement. We use the refined proposals to
generate a localization map for each class. Furthermore, the rough segmentation mask is generated according to the localization maps and proposals with high predictive
scores of the image-level labels. The segmentation Network_A is trained based on localization maps with multi-label loss and the segmentation Network_B is trained based

on the generated mask with single-label loss on each pixel.
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convolutional feature masking to train classifiers for segmentation.
Long et al. [10]| proposed to build a fully convolutional network
which takes the image of an arbitrary size as the input and pro-
duces the segmentation result of a corresponding size with effi-
cient inference and learning. Based on a fully convolutional net-
work, Chen et al. [7] proposed to refine the pixel-wise prediction
from the last DCNN layer with a fully connected Conditional
Random Field (CRF) and achieved better segmentation results.
However, the annotation collection for pixel-level segmentation
masks usually requires much money as well as human effort.

2.2. Segmentation with bounding box annotations

Some existing segmentation methods [32-35,22,23,27] use
bounding box annotations instead of pixel-level annotations. Xia
et al. [32] introduced a voting scheme to estimate shape guidance
for each bounding box, and then the derived shape guidance was
used in the subsequent graph-cut-based segmentation. Dai et al.
[22] and Papandreou et al. [23] estimated segmentation masks by
extracting region proposals on the annotated bounding boxes. Xu
et al. [27] proposed a unified approach to incorporate various
forms of weak supervision information for semantic segmentation.
Although bounding box annotations are much easier to obtain
compared with pixel-level annotations, it still requires consider-
able human effort.

2.3. Segmentation with image-level labels

A more challenging setting of semantic image segmentation is
to train the segmentation network with only image-level labels,
which has attracted much interest in the literature. Some recent
works adopt Multiple Instance Learning (MIL) methods based on
DCNN architectures for the weakly supervised learning with
image-level annotations. Specifically, Pinheiro et al. [24] proposed
a MIL framework for the DCNN training and utilized smoothing
prior to refine the predicted results. Besides, Papandreou et al. [23]
presented an alternative training procedure based on the
Expectation-Maximization (EM) algorithm for DCNN training
supervised by image-level labels. Most recently, Pathak et al. [36]
introduced the constrained convolutional neural network for
weakly supervised segmentation. Although [37-39,26,27,40] have
obtained promising results on some simple datasets, they have not
demonstrated the performance on the challenging PASCAL VOC
benchmark.

Compared with these previous image-level supervised works,
our approach has some unique characteristics in the following
aspects. First, the hypothesis-based localization map generation is
proposed to incorporate the hypothesis-based classification and
cross-image contextual cues to generate reliable maps for all
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prediction for each hypothesis

classes. Second, different from previous segmentation training
strategies, where each pixel is assigned to one class, we propose a
multi-label cross-entropy loss function that each pixel may be
assigned to multiple classes with different weights embedded in
the generated localization maps. Finally, relying on the learned
localization information for each class of a given image, we train
the segmentation network with the produced rough masks or
multiple localization maps for all classes as the supervision.

3. Proposed methods
3.1. Training the hypothesis-CNN-pooling classification network

In [30], a flexible deep network called Hypothesis-CNN-Pooling
(HCP) is proposed to address the multi-label classification pro-
blem. As can be seen from Fig. 2, HCP is a proposal based method
that takes an arbitrary number of object hypotheses (proposals) as
the input. Then, a shared CNN is connected with each hypothesis
to make a prediction. Finally, to aggregate the single-label CNN
predictions from different hypotheses into multi-label results, a
cross-hypothesis max-pooling layer is integrated into the shared
CNN model for the ultimate multi-label predictions.

We choose HCP as the basis network to predict the category of
each proposal for the following two reasons. Firstly, the training
process of HCP network is based on proposals rather than images,
which gives HCP network a better discriminative ability for pro-
posals compared with those networks directly fine-tuned with
whole images. Secondly, although HCP is trained based on pro-
posals, no ground-truth bounding box information is required for
training. Therefore, using HCP to predict the category of the given
proposal is not in conflict with our segmentation setting, where
only image-level labels are utilized in training.

For HCP training, we follow the steps as detailed in [30]. To
efficiently train the HCP network, following [30], only 10 specific
proposals are selected. During the prediction stage, we take all
proposals of a training image as the inputs. We adopt a state-of-
the-art region proposal method, i.e., Multiscale Combinatorial
Grouping (MCG) [29], to generate about 2000 proposals per image
for prediction. As illustrated in Fig. 1, for a training image, MCG is
firstly utilized to generate proposals as the inputs. Then, we use
the pre-trained HCP network to predict the category of each pro-
posal. Finally, proposals with high predictive confidences on the
ground-truth labels are then taken as the object candidates.

We utilize the scores after the softmax layer as the predictive
confidences for each proposal. For each ground-truth label of a
given image, we rank the proposals based on the confidence
values of this label in a descending order, and those proposals with

Shared CNN

| max pooling |

Fig. 2. Brief illustration of the HCP framework. For a given multi-label image, we feed some hypotheses into the shared CNN and fuse the outputs into the final prediction
with cross-hypothesis max-pooling operation. The shared CNN is firstly pre-trained on the ImageNet [21], and then fine-tuned with images and hypotheses from multi-label

dataset.
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the confidences larger than 0.5 are considered as the object
candidates.

3.2. Cross-image contextual refinement

Based on the selected proposals of a given image, we choose
those in which object instances are tightly included. In most
cases, the proposals selected by the HCP network contain the
object of the specific class. However, directly using these pro-
posals to generate the localization map for the specific class may
lead to unsatisfactory results. As shown in Fig. 3, the proposals
selected by the HCP network may have the following two pro-
blems: some proposals only contain part of the target object(s) or
some proposals contain a lot of background pixels. Both problems
have negative impacts on localization map generation. We con-
sider the assumption that the feature representations between
the proposals in different images (belonging to the same class), in
which the objects are tightly included, share some similar char-
acteristics. In contrast, the feature representations of the propo-
sals from different images, which are part of target objects or
contain many background pixels, differ from each other. There-
fore, to address the two problems, we propose to utilize cross-
image information inspired by Multiple Instance Learning (MIL)
[41] to refine the selected proposals for localization map
generation.

Denote the number of classes as c in the training image dataset.
For the k-th (k=1,2,...,c) class, there are Nk training images. We
denote n* as the number of the selected proposals by the HCP
network for the i-th (i=1,2,...,NY) image on the k-th class, and
denote x{.]‘. as the feature vector of the j-th (j=1,2, ...,n¥) proposal.
Then, the average distance from the j-th proposal in the i-th image

to the proposals in other images can be defined as follows,

nk
1 1S~k ok 2
W (w ) W

i1 ij=1

dis(xf) =

We re-rank the proposals of the i-th image following the cal-
culated average distance in a descending order. After the re-ranking,
the top half of proposals are selected for the localization map
generation. It can be observed from Fig. 3 that those proposals
which tightly include an object are ranked on the top.

For the feature representation of each proposal, we firstly
extract its 4,096-dimensional CNN feature from the second last
fully connected layer via the HCP network, and then perform
principal component analysis (PCA) to reserve 98% energy of the
original feature, which can reduce the dimensionality from 4096
to 512 to speed up the operation.

3.3. Segmentation network training

We explore two training strategies for segmentation network
training. (1) Based on the generated localization map for each
class, we treat the multiple localization maps as the supervision to
train the segmentation network. (2) Based on the generated
localization map, we infer a rough pixel-wise segmentation mask
by taking both selected proposals and their confidences for each
ground-truth label from HCP into account for the segmentation
network training.

3.3.1. Training the network based on class-wise saliency maps

For semantic segmentation, each pixel is classified into c+1
classes (c object classes and one background class). We denote £2
as the label set of the given training image. Denote [, as the
localization map of the k-th (ke {1,2,...,c}) class. The score of
each pixel p*@i,j)1<i<h,1<j<w) in the localization map is

C

Fig. 3. Illustration of cross-image refinement. The refinement is performed among images that share the same image-level label(s), e.g., airplane. We calculate the average
distance between each selected proposal from the set A and other selected proposals from images which have the same image-level label with A, e.g., B and C. Then, we rank

the selected proposals in a descending order according to the calculated distances.
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dog ™\ 4 person — sheep

background other classes

Fig. 4. lllustration of localization map generation for each class. The localization map of each class (excluding background) is obtained by adding the refined proposals on the
black map at their locations. Then, the localization map of background can be obtained by excluding the localization regions of the ground truth classes. The localization maps
of other classes are considered as black maps.

Fig. 5. Illustration of the generated localization maps and the rough masks for training samples. We fuse multiple localization maps of multi-label images into one loca-
lization map for brief. Some difficult training samples (with heavy occlusion or small objects) are shown in the last row.
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initialized as O (i.e., black maps), where h and w are the height
and the width of the given training image, respectively. For each
ke £, each p*(,j) in I is assigned by summing up all refined
proposals of the k-th class at this location and then dividing the
number of the refined proposals. The higher the probability is,
the more likely this pixel is to belong to the k-th class. Based on
the obtained localization maps of object classes, we compute the
localization map of background with the following criterion:

pP(i, j) = max (0, 1- Zp"(tj)) , )
keQ
where pP%(i,j) is the pixel value of the background localization map
and p(i,j) refers to the pixel value of I. Fig. 4 illustrates the gener-
ated localization maps of the given image with image-level labels.
Under the weakly supervised scheme, it is very challenging to
obtain accurate pixel-level labels only with the image-level
supervision. Therefore, based on the localization maps, we pro-
pose to train the segmentation network with a soft label. Specifi-
cally, each pixel is assigned to several candidate classes with dif-
ferent probabilities. We adopt the DeepLab-CRF [7] as the basic
structure due to its competitive accuracy and efficiency. Denote
A=a|t=1,...,N as the image training set. We denote the seg-
mentation network filtering by f(-), where all the layers filter the
given image a,. The f(-) produces a h x W x (c+1) dimensional
output of activations, where f and w are the height and the width
of the feature map for each channel. The softmax function is used
to compute the posterior probability of each pixel belonging to the
k-th (ke {1,2,...,c+1}) class of the given image a,, i.e.,

exp (fzj)(at))
1 exp (f(rz,')(at)) ’

where fﬁ- (@) is the activation value of the image a, at the location

(i,j) 1<i<h,1<j<w) for the k-th class. Denote the ground-
truth probability for the k-th class of the image a; at the location
(i,j) as [J’t‘(i, ), which is obtained from the generated localization
map and normalized with cross-channel information. Given the

network prediction in Eq. (3), the loss function is then defined as
+1

N h w
J==n>_ 33" plG.plog (b)) )
t=1

c
i=1j=1m=1

3)

pii.j)=

where 7 is the weight parameter, which is set as 1/(N x h x w) in
this paper. Based on this loss function, the network parameter is
expected to be learned through those high confident pixels, so that
the segmentation mask of a new image could be inferred.

3.3.2. Training the network based on rough mask

In this section, we present a simple but effective method to
predict rough masks for segmentation network training. We utilize
the generated localization maps in Section 3.3.1 to roughly locate
the object of interest. To obtain the rough segmentation mask for
each object class, we adopt the region proposals generated by
MCG. In addition, the predicted score of each region proposal from
the HCP network is also employed to refine proposals so that they
would not be small regions with high confidence. Denote r and
ske[0,1] (ke (1,2, ...,c}) as the candidate region and the predicted
score of the k-th class from the HCP network. Then, the confidence
v that the candidate proposal is selected into the segmentation
mask can be calculated as follows:

1 -
ve=sp+- > A, (5)
li5er

where |r| denotes the number of pixels within the region r and
pX(,j) is the value of the pixel (ij) from the k-th localization map.

We rank the candidate regions in a descending order of the cor-
responding confidences and combine the top 10 candidate regions
as the segmentation mask of the k-th class. Specifically, for a
training image with multiple labels, if there is an overlap between
any two segmentation regions of different classes, the category of
each pixel in the overlap region is decided by the pixel values on
localization maps of the corresponding classes. The regions, which
are not selected by any ground-truth class, are considered as
background.

By exploring the information from both global (the first term)
and local (the second term) points of view, high quality regions
belonging to a specific category can be more reasonably selected
for training. Based on the generated rough masks, we adopt the
DeepLab-CRF [7] method to train the network for semantic
segmentation.

4. Experimental results
4.1. Dataset

The proposed weakly supervised methods are evaluated on the
PASCALVOC 2012 segmentation benchmark [31]. The performance
is measured in terms of pixel intersection-over-union (IoU) aver-
aged on 21 classes (20 object classes and one background class).
The segmentation part of the original PASCAL VOC 2012 dataset
contains 1464 train, 1449 val and 1456 test images, respectively.
Hariharan et al. [42] provided extra annotated images with the
number of 10,582 (train_aug) for training. In our experiment, the
training process is implemented based on the 10,269 images,
which is an intersection set between trainval of the image classi-
fication task and train_aug. Extensive evaluations of the proposed
methods are primarily conducted on the PASCAL VOC 2012 val set
and we also report the performance on the test set (in which the
ground truth masks are not released) by submitting the results to
the official PASCAL VOC 2012 server.

Table 1
Comparison of different training settings in terms of loU (%) on PASCAL VOC 2012.

Categories  Results on val Set Results on test Set

AN_A SN_A ANB SN_B AN_A SN_.A AN_B SN_B
bkg 69.4 746 810 80.7 704 749 824 821
plane 376 408 566 546 380 424 541 53.6
bike 15.6 173 71 10.7 16.6 174 78 124
bird 26.6 320 569 556 278 300 582 535
boat 26.4 285 392 375 23.6 248 311 29.5
bottle 35.5 41.0 39.5 51.8 361 369 390 416
bus 639 58.0 417 463 638 59.6 369 469
car 529 51.0 298 426 513 496 300 463
cat 54.1 548 447 480 483 494 485 503
chair 14.1 16.0 165 160  15.0 15.7 17.2 16.8
cow 439 479 473 463 440 458 48,6 487
table 313 19.5 18.2 100 427 274 14.2 17.2
dog 479 51.7 549 546 524 53.0 59.0 60.6
horse 39.7 435 483 459 449 458 500 518
mbike 45.0 500 466 475 54.3 585 574 61.7
person 483 416 342 344 479 416 39.1 36.4
plant 279 252 231 245 314 298 294 25.2
sheep 54.4 535 530 537 559 584 56.0 58.3
sofa 25.2 255 244 230 310 248  30.0 19.3
train 433 483 420 478 36.4 427 434 485
tv 283 308 477 486 284 296 439 455
mloU 39.7 406 406 419 410 409 417 432
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4.2. Training strategies 1000-way ImageNet classifier in the last layer of VGG-16 with the
20-way one for classification and the 21-way one for segmenta-
Both HCP network and the segmentation network are initi- tion. We optimize the objective function with respect to the

alized by the publicly released VGG-16 model [18], which is pre- parameters at all weighted layers by the standard SGD procedure
trained on the ImageNet classification dataset [21]. We replace the of [17].

" —

Image All-Net_A SL-Net_A All-Net_B SL-Net B

Fig. 6. Illustration of segmentation results on the PASCAL VOC 2012 val set with the proposed methods. GT indicates ground truth segmentation mask. Some difficult
examples are shown in last two rows.
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For the training of HCP network, we follow a similar setting
as detailed in [30]. In the image-fine-tuning step, the initial
learning rates of the last layer and other layers are set as 0.01
and 0.0001, respectively. In the hypothesis-fine-tuning step, the
initial learning rates of the last layer and other layers are set as
0.001 and 0.0001, respectively. For both steps, we use a mini-
batch size of 30 images and multiply the learning rate by
0.1 after every 10 epochs. We take the momentum of 0.9 and the
weight decay of 0.0005. The HCP network training is performed
for about 30 epochs.

For the training of the segmentation network, we use a mini-
batch size of 8 images. The initial learning rate is set as 0.001
(0.01 for the final layer) and divided by 10 after every 5 epochs.
The momentum and the weight decay are set as 0.9 and 0.0005.
The network training is performed for about 15 epochs. We
denote the segmentation networks trained with the generated
localization maps and the rough masks as Network_A (N_A for
short) and Network_B (N_B for short), respectively. Considering
that the predicted localization region (or object segmentation) of
one class may be affected by another class in the case that the
given image is annotated with multiple labels, we try two kinds
of training strategies, i.e., using all (10,269) training images and
using single-label (6628) images. In summary, four kinds of
segmentation networks implemented in this paper are listed as
follows:

® AN_A: The network is trained by taking the predicted localiza-
tion maps as the supervision based on all the images from the
training set.

® SN_A: The network is trained by taking the predicted localiza-
tion maps as the supervision based on the single-label images
from the training set.

® AN_B: The network is trained by taking the rough masks as the
supervision based on all the images from the training set.

® SN_B: The network is trained by taking the rough masks as the
supervision based on the single-label images from the
training set.

Each segmentation network takes about half of a day to train based
on a NVIDIA GeForce Titan GPU with 6GB memory. All the
experiments are conducted using DeepLab code [23], which is
implemented based on the publicly available Caffe framework [43].

4.3. Results

4.3.1. Comparisons of different training schemes

Table 1 reports the comparison results of different training
schemes, i.e.,, AN_A, SN_A, AN_B and SN_B.

First, it can be observed that the networks trained with
rough masks perform better than that trained with localization
maps on the segmentation task. The reason can be explained as
follows. By using localization maps as the supervision, many
background pixels tend to be assigned with some weights for
foreground object(s). Therefore, some background pixels are
more likely to be predicted as foreground object(s), which may
decrease the IoU score. Fig. 6 shows some segmentation results
of the proposed methods on the PASCAL VOC 2012 val set. We
can see that the foreground objects predicted by N_A usually
contain more background pixels compared with the results
from N_B.

Second, using the single-label images for training can achieve
better results compared with those that are based on all images. In
Table 2, we show the number of objects on different training sets.
Although the number of objects in the single-label images is less
than half of the number in all images, better performance can be
obtained by only utilizing the single-label images, e.g., 41.9% vs.

Table 2
The number of objects on different training sets.

Training Set All Images Single-label Images
aero 564 479
bike 470 151
bird 677 623
boat 444 274
bottle 634 153
bus 366 129
car 1062 443
cat 979 790
chair 1028 171
cow 246 205
table 494 26
dog 1160 781
horse 424 208
mbike 462 156
person 3763 1108
plant 467 121
sheep 285 223
sofa 455 80
train 481 340
tv 522 167
Total 14,983 6628

Table 3
Justifications of cross-image contextual refinement.

Categories AN_A SN_A
w/o w w/o w

bkg 66.6 69.4 72.3 74.6
plane 423 376 434 40.8
bike 173 15.6 14.9 173
bird 29.5 26.6 325 320
boat 32.6 26.4 30.6 285
bottle 355 355 353 41.0
bus 59.6 639 56.4 58.0
car 433 529 49.8 51.0
cat 46.4 541 50.1 548
chair 16.2 14.1 15.3 16.0
cow 445 439 43.6 47.9
table 29.8 313 154 195
dog 441 479 48.1 51.7
horse 34.0 39.7 36.3 435
mbike 46.9 45.0 46.2 50.0
person 395 483 475 41.6
plant 254 279 30.0 25.2
sheep 42.6 544 40.3 53.5
sofa 242 252 241 255
train 46.7 43.3 475 483
tv 248 283 318 30.8
mloU 37.7 39.7 38.6 40.6

40.6% on the val set and 43.2% vs. 41.7% on the test set. The reason
may be that the complexity of the multi-label images may have a
negative effect upon network training. In some multi-label images,
the different compositions and interactions between objects, like
partial visibility and occlusion, may decrease the accuracy of the
predicted localization maps or masks. As shown in Fig. 5, the
generated localization maps and masks of the single-label images
are always much better than those of the multi-label images.
Specifically, many pixels of foreground objects are incorrectly
predicted in the last row of Fig. 5.

In addition, the performance of several classes (e.g., table and
sofa) under SN_* schemes is worse than that of AN_* schemes in
some cases. The reason may be the insufficiency of training sam-
ples. If we increase the number of training samples in these clas-
ses, the performance may also be boosted.
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4.3.2. Justifications of cross-image contextual refinement

To validate the effectiveness of the proposed cross-image
contextual refinement, we conduct the segmentation experi-
ments without using this step. We first utilize the method as
detailed in Section 3.1 to select object candidates for each training
image, and class-wise localization maps as illustrated in Section
3.3.1 are then generated for the network training.

We mainly compare the results between with and without the
cross-image contextual refinement based on the N_A scheme.
Table 3 shows the comparison results on the val set. It can be
observed that without the cross-image contextual refinement step,
the mean IoU scores for AN_A and SN_A drop by almost 2%. The
reason is that the proposals selected by HCP often contain either
part of target objects or a lot of background pixels. Both cases will
have negative impacts on the localization maps generation. With
the refinement step, noisy object candidates can be reduced,
which will be beneficial for producing more precise localization
maps for training.

4.3.3. Comparison with the state-of-the-art methods

of 21 classes, whose number is much larger than ours (10,269),
taken from ILSVRC 2013. In addition, image-level classification
prior (ILP), and many complex smooth priors, i.e., superpixels
(-suppxl), BING boxes and MCG segments (-seg), are utilized for
post-processing to further boost the segmentation results. From
Table 4, we can note that our method is much better than ILP, ILP-
suppxl and ILP-bb, and achieves similar performance to ILP-seg,
i.e., 41.9% vs. 42.0%, on the val set. However, from Table 5, it can
be noticed that our method can outperform ILP-seg by 2.6% on
the test set.

Qualitative segmentation results from the proposed methods
are shown in Fig. 6. Two failure cases are shown in the last two
rows of Fig. 6. We can see that many pixels belonging to chair are
predicted as sofa, which has a similar appearance to chair. Some

Table 5
Comparison of the state-of-the-art methods in terms of IoU (%) on PASCAL VOC
2012 test set.

We mainly compare our method with four state-of-the-art Methods ~ EM-Adapt ~ CCNN  ILP-sppxl ~ ILP-bb  ILP-seg  SN_B
methods, i.e., MIL-FCN [25], EM-Adapt [23], CCNN [36] and MIL-
ILP-* [24]. Tables 4 and 5 report the comparison results of different bkg 763 - 74.7 76.2 787 821
kly supervised methods on the val set and the test set of plane 371 213 388 42.8 48.0 336
Weakly sup C bike 219 17.7 19.8 209 212 12.4
PASCAL VOC 2012, respectively. It can be observed that the pro- bird 416 22.8 275 29.6 311 535
posed method is much better than most of the state-of-the-arts. boat 26.1 17.9 21.7 25.9 284 295
Specifically, both EM-Adapt and the proposed method are bottle 385 383 328 385 351 41.6
trained based on the DeepLab-CRF model. The subtle difference is bus 508 513 400 406 514 469
ilizes f .. . car 44.9 439 50.1 51.7 55.5 463
that our method utilizes fewer training samples compared with cat 48.9 514 471 49.0 528 503
EM-Adapt. Both EM-Adapt [23] and our methods try to learn the chair 16.7 15.6 72 9.1 78 16.8
segmentation network based on the generated masks for the cow 40.8 384 44.8 43.5 56.2 48.7
training samples. For EM-Adapt, the generated mask of each table 294 174 15.8 162 19.9 17.2
training image dynamically changes during the training process dog 471 465 494 >01 238 606
& lmage dynamically chang g gp horse 4538 386 473 46.0 50.3 518
and no other information is utilized to refine the evaluated mask. mbike 54.8 53.3 36.6 358 40.0 61.7
In contrast, based on the classification confidences of proposals, person 28.2 406 36.4 38.0 38.6 36.4
we generate the fixed rough masks as supervision by exploring plant 300 343 243 221 278 252
the cross-image relationship to train the segmentation network. sheep 44.0 368 445 445 518 583
h . . 1 h hod i sofa 292 201 21.0 224 24.7 19.3
From the e).<per1me.nta resu t;, we can see that our method is train 343 329 315 308 333 485
more effective, which can achieve 3.7% and 4.2% improvements tv 46.0 38.0 413 43.0 463 455
3 kS
on val §et and test set,lrespectlvely.. For MIL—ILR— [24], the Yveakly mioU 396 355 358 370 406 432
supervised segmentation network is trained with 760,000 images
Table 4
Comparison of the state-of-the-art methods in terms of IoU (%) on PASCAL VOC 2012 val set.
Methods MIL-FCN EM-Adapt ILP ILP-sppx1 ILP-bb ILP-seg CCNN SN_B
bkg - - 73.2 772 78.6 79.6 65.9 80.7
plane - - 25.4 37.3 46.9 50.2 23.8 54.6
bike - - 18.2 18.4 18.6 216 17.6 10.7
bird - - 22.7 254 279 40.6 22.8 55.6
boat - - 215 282 30.7 34.9 19.4 375
bottle - - 28.6 319 384 40.5 36.2 51.8
bus - - 39.5 416 44.0 45.9 473 46.3
car - - 44,7 481 49.6 515 46.9 426
cat - - 46.6 50.7 49.8 60.6 47.0 48.0
chair - - 119 12.7 116 126 16.3 16.0
cow - - 40.4 457 44.7 51.2 36.1 463
table - - 11.8 14.6 14.6 11.6 222 10.0
dog - - 45.6 50.9 50.4 56.8 43.2 54.6
horse - - 401 441 44.7 529 33.7 459
mbike - - 35.5 39.2 40.8 44.8 44.9 475
person - - 35.2 379 38.5 427 39.8 34.4
plant - 20.8 283 26.0 31.2 29.9 24.5
sheep - - 41.7 44.0 45.0 554 334 53.7
sofa - - 17.0 19.6 20.5 215 222 23.0
train - - 34.7 376 36.9 38.8 38.8 478
tv - - 304 35.0 34.8 36.9 36.3 486
mloU 25.7 38.2 32.6 36.6 37.8 420 34,5 419
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post-processing strategies, such as using image-level classification
prior for refinement, may mitigate this kind of issue.

5. Conclusion and future work

In this paper, we proposed a weakly supervised framework by
only using image-label annotations for semantic segmentation.
Specifically, we proposed to train the segmentation DCNN super-
vised by multiple localization maps, where each pixel can be
assigned to multiple classes with different weights. The localization
maps can be obtained via a proposals voting technique with only
image-level labels. Furthermore, based on the generated localization
maps, we proposed a simple but effective method to predict rough
masks to train the segmentation DCNN. Experimental results on the
PASCAL VOC 2012 segmentation benchmark well demonstrated the
effectiveness of our proposed methods. In the future, we plan to
further improve the segmentation performance by exploring more
images with image-level annotations.
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