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Abstract

Despite remarkable advances in image synthesis research, existing works often
fail in manipulating images under the context of large geometric transformations.
Synthesizing person images conditioned on arbitrary poses is one of the most
representative examples where the generation quality largely relies on the capability
of identifying and modeling arbitrary transformations on different body parts.
Current generative models are often built on local convolutions and overlook the key
challenges (e.g. heavy occlusions, different views or dramatic appearance changes)
when distinct geometric changes happen for each part, caused by arbitrary pose
manipulations. This paper aims to resolve these challenges induced by geometric
variability and spatial displacements via a new Soft-Gated Warping Generative
Adversarial Network (Warping-GAN), which is composed of two stages: 1) it first
synthesizes a target part segmentation map given a target pose, which depicts the
region-level spatial layouts for guiding image synthesis with higher-level structure
constraints; 2) the Warping-GAN equipped with a soft-gated warping-block learns
feature-level mapping to render textures from the original image into the generated
segmentation map. Warping-GAN is capable of controlling different transformation
degrees given distinct target poses. Moreover, the proposed warping-block is light-
weight and flexible enough to be injected into any networks. Human perceptual
studies and quantitative evaluations demonstrate the superiority of our Warping-
GAN that significantly outperforms all existing methods on two large datasets.

1 Introduction

Person image synthesis, posed as one of most challenging tasks in image analysis, has huge potential
applications for movie making, human-computer interaction, motion prediction, etc. Despite recent
advances in image synthesis for low-level texture transformations [13, 35, 14] (e.g. style or colors),
the person image synthesis is particularly under-explored and encounters with more challenges that
cannot be resolved due to the technical limitations of existing models. The main difficulties that
affect the generation quality lie in substantial appearance diversity and spatial layout transformations
on clothes and body parts, induced by large geometric changes for arbitrary pose manipulations.
Existing models [20, 21, 28, 8, 19] built on the encoder-decoder structure lack in considering the
crucial shape and appearance misalignments, often leading to unsatisfying generated person images.

Among recent attempts of person image synthesis, the best-performing methods (PG2 [20], Body-
ROI7 [21], and DSCF [28]) all directly used the conventional convolution-based generative models
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Figure 1: Comparison against the state-of-the-art methods on DeepFashion [36], based on the same
condition images and the target poses. Our results are shown in the last column. Zoom in for details.

by taking either the image and target pose pairs or more body parts as inputs. DSCF [28] employed
deformable skip connections to construct the generator and can only transform the images in a coarse
rectangle scale using simple affinity property. However, they ignore the most critical issue (i.e. large
spatial misalignment) in person image synthesis, which limits their capabilities in dealing with large
pose changes. Besides, they fail to capture structure coherence between condition images with target
poses due to the lack of modeling higher-level part-level structure layouts. Hence, their results
suffer from various artifacts, blurry boundaries, missing clothing appearance when large geometric
transformations are requested by the desirable poses, which are far from satisfaction. As the Figure 1
shows, the performance of existing state-of-the-art person image synthesis methods is disappointing
due to the severe misalignment problem for reaching target poses.

In this paper, we propose a novel Soft-Gated Warping-GAN to address the large spatial misalignment
issues induced by geometric transformations of desired poses, which includes two stages: 1) a pose-
guided parser is employed to synthesize a part segmentation map given a target pose, which depicts
part-level spatial layouts to better guide the image generation with high-level structure constraints;
2) a Warping-GAN renders detailed appearances into each segmentation part by learning geometric
mappings from the original image to the target pose, conditioned on the predicted segmentation map.
The Warping-GAN first trains a light-weight geometric matcher and then estimates its transformation
parameters between the condition and synthesized segmentation maps. Based on the learned transfor-
mation parameters, the Warping-GAN incorporates a soft-gated warping-block which warps deep
feature maps of the condition image to render the target segmentation map.

Our Warping-GAN has several technical merits. First, the warping-block can control the transfor-
mation degree via a soft gating function according to different pose manipulation requests. For
example, a large transformation will be activated for significant pose changes while a small degree
of transformation will be performed for the case that the original pose and target pose are similar.
Second, warping informative feature maps rather than raw pixel values could help synthesize more
realistic images, benefiting from the powerful feature extraction. Third, the warping-block can
adaptively select effective feature maps by attention layers to perform warping.

Extensive experiments demonstrate that the proposed Soft-Gated Warping-GAN significantly outper-
forms the existing state-of-the-art methods on pose-based person image synthesis both qualitatively

2




















